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Abstract

This dissertation presents a new tethered quasi-horizontal microstructure pro-

filer, the TurboMAP-Glider (TMG). It is a unique instrument, capable of mea-

suring ocean microstructure temperature, turbulent velocity shear, chlorophyll-a

fluorescence and turbidity simultaneously through a quasi-horizontal perspec-

tive. Four field experiments were carried out near Joga-shima (Japan) to test the

TMG flight performance, and these results as well as comparisons with a verti-

cal profiler, the TurboMAP-L (TM), are described here. The TMG was capable

of flying with an angle of attack of less than 25◦ and was reasonably stable for

up to 300 m horizontally over 100 m depth. Its shallow path angle (∼ 13◦) pro-

vides a high vertical resolution for a range of wing angles and trim weights and

is easily adjusted for variations in the density of water since the path angle is

independent of the weight and buoyancy of the glider. This platform measures ε

as low as 0.5×10−10 m2 s−3, which is in the order of the lowest dissipation rate

of turbulent motion. I have used the ratio (a) between the Thorpe length scale

(LT ) and the Ozmidov length (LO) scale as a tracer to demonstrate that most of

the TMG density inversions are due to horizontal variability and not to vertical

overturning. The a ratio results indicate that the false density overturns observed

by the TMG are observational evidence of internal waves or Kelvin-Helmholtz

instabilities crossed by the glider. The correlation between LT and the isotropy

index (I) is almost absent in the TMG dataset. However, using the TM, a strong

correlation was observed, with a coefficient of correlation equal to 0.47. Strong

correlation is expected once the displacements observed from the TM are real,



and once LT is linearly correlated to LO. These results reinforce that care must

be taken when using gliders to calculate water displacements and that possible

inhomogeneities need to be considered.

New and relevant empirical results about the differences between the vertical and

quasi-horizontal application of high-resolution chlorophyll-a fluorescence sen-

sors are presented here. The averaged chlorophyll-a distribution was considered

to be the same during the observations, whether sampling vertically or quasi-

horizontally. In 2013, a shift from a normal distribution to a skewed extreme

value distribution with a reduction in sample volume was observed whether sam-

pling vertically or quasi-horizontally. However, in 2014, observations from both

instruments indicated that phytoplankton may be gathering in patches at the cen-

timeter scale similarly to what is observed at the millimeter scale. The proba-

bility density function (PDF) of chlorophyll-a measured using the laser fluores-

cence probe was best fit by the Gumbel distribution whether the quasi-horizontal

profiler or the vertical profiler was used. Despite the similarity between the

fluorescence distributions obtained from both instruments, the quasi-horizontal

sampling showed an increase of high concentration chlorophyll-a peaks when

compared to the vertical sampling. Although at large scales the averaged vol-

ume of chlorophyll-a is considered homogeneous, at small scales, phytoplankton

patches are not negligible, and the quasi-horizontal and vertical samplings are

different, even when turbulence is considered isotropic. The TMG increases the

probability of reaching phytoplankton patches during its path, which is one re-

markable difference between the TMG and the TM. The fluorescence measured

by the laser sensor shows that the phytoplankton spatial variability becomes in-

creasingly intermittent and patchy when measured with increased resolution.

These patches of chlorophyll-a identified by the laser probe are constituted by



an increase of biomass, which may include individual phytoplankton cells as

well as chains and aggregates.

The laser-induced fluorescence sensor measures only active chlorophyll-a and is

unable to specify the contents from any of the measurements. Therefore, I de-

fined phytoplankton patches as high chlorophyll concentration peaks that exceed

the background value by a factor of 2. In this work, I discuss spatial distribu-

tion of phytoplankton patches in terms of distance between chlorophyll-a peaks

(peak-to-peak distance – PtoP), as well as the number and size of patches and

their relationship with turbulence using data from TMG and TM. Importantly,

the peak-to-peak (PtoP) results imply that a high chlorophyll-a concentration

of phytoplankton tends to be distributed randomly in the water column. How-

ever, when small patches are considered, using a lower threshold, the distribu-

tion shows clustering differentiating itself from a random distribution. The PtoP

uncoupling from a Poisson process starts with distances smaller than 20 mm,

which is larger than expected due to the resolution limitation of the sensors (2

mm). Despite the significant coefficient of correlation, the unclear relationships

observed between turbulence and phytoplankton patchiness suggest that loca-

tion, water types and dynamic regimes may need to be considered when trying

to establish a connection between these particles and turbulence intensity.



”In the waves of the beach
the waves of the sea,
I want to be happy,
to drown in the deep

In the waves of the beach,
who will kiss me?
I want the dawn star,
queen of the sea.

I want to be happy
in the waves of the sea,
I want to forget,
to find rest, to be free.”

Manuel Bandeira (Morning Star)
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Chapter 1

Introduction

1.1 Background

The daily cycles of heating, cooling, winds, rain and variations in temperature and/or hu-

midity produce a hierarchy of physical processes that act and interact to stir the upper ocean

(Moum & Smyth, 2001). According to Yamazaki et al. (2002), the mixed layer is a result

of the manifestation of those active mixing processes and plays an important role in studies

of climate, biological productivity and marine pollution. The diagram shown in Fig. 1.1 is

based on the structures described by Moum & Smyth (2001) and presents some physical pro-

cesses that have been identified by different observational methods as important contributors

to mixing the upper ocean. Among them, there are superficial currents, which are responsible

for the horizontal velocity shear that results in shear-induced turbulence near the surface and

in the base of the mixed layer, where internal waves propagate and may generate turbulence

through breaking. Also, Langmuir circulations and convective plumes act to redistribute

fluid parcels vertically, as do entrainments (and detrainment), which have an important role

in deepening and/or mixing the mixed layer. At the surface, breaking waves inject bubbles

and highly energetic turbulence beneath the sea surface, allowing a more rapid heat transfer.

1



1.1 Background

Figure 1.1: Schematic of the dominant physical motions in the upper ocean mixed
layer - Wind, surface waves, superficial currents, vertical velocity shear, internal waves,
Langmuir circulation, convective plumes and entrainments have an important role in the
mixed layer formation. The temperature is represented by θ and isotherms by the orange
lines.

Many physical processes influence the biological distribution in the upper ocean, such as

vertical circulation and the annual cycle of the seasonal thermocline, which transport nutri-

ents and CO2 from various depths to the upper ocean layer. Also, exchanges with the ocean

bottom and coastal regions provide sinks and sources of nutrients, CO2, O2, particles and

dissolved organic matter. Some other processes, such as small-scale motions, affect diffu-

sive exchanges, predator-prey interactions, vertical migrations and also dispersal of nutrients,

organisms, and organic matter horizontally and vertically.

1.1.1 Biophysical processes in the upper ocean

Biophysical processes that influence plankton distribution in the upper ocean have been the

object of interest in several studies, unravelling the importance of behaviour and physics in

determining both plankton distributions and the surrounding fluid environment at different

2



1.1 Background

scales. As examples, it is likely that copepods, krill, some species of gelatinous zooplankton,

jellyfish and fish have the potential to be strong sources of biogenic mixing (Katija & Dabiri,

2009; Katija, 2012), as shown in Fig. 1.2. In Kiørboe & Saiz (1995), prey encounter rates in

planktivorous predators were found to be affected by turbulence. Also, Durham et al. (2009)

described “girotactic trapping”, which is turbulence as an important factor in the formation

of phytoplankton thin layers due to disruption of vertical migration by hydrodynamic shear

(Fig. 1.3). The breakdown of thin layers can be tied to the development of turbulent mixing,

as observed in the base of the surface mixed layer by Steinbuck et al. (2010). Moreover,

phytoplankton thin layers can influence their physical environment by changing the local

viscosity, which affects the dynamics of thin layer formation and maintenance; sinking and

rising of organic materials associated with marine snow; dynamics of encounter in swimming

plankton; and adhesion processes, among others (Jenkinson & Sun, 2010).

At sub-mesoscales, Clayton et al. (2014) investigated physical, chemical and biologi-

cal aspects of the Kuroshio Front, showing that the phytoplankton community was ruled

by a combination of large-scale biogeography, mesoscale mixing of populations and strong

physical forcing and instabilities at the front, which drive small-scale physical motions that

perturb the biological system. In the extensive review made by Prairie et al. (2012), differ-

ent biophysical phenomena are discussed in terms of their scale and cross-scale comparison.

Cross-scale comparisons between physical and biological phenomena categorized as physi-

cal processes that affect plankton dynamics or plankton biology that influences ocean physics

are shown in Fig. 1.4. In the present work, in terms of biophysics, I will focus on phyto-

plankton microscale that responds to interactions with turbulence, represented by the areas

A1, A2 and B1 in Fig. 1.4. At microscales, turbulence can affect phytoplankton growth by

increasing nutrient uptake and can also alter community composition due to disproportion-

ately changing growth and loss rates of different taxa and also by increasing encounter rates

but decreasing interaction time.

3



1.1 Background

Figure 1.2: Biogenic mixing - Drift mechanism, illustrated by the interaction of fluo-
rescein dye with Mastigias sp., a native jellyfish species in the stratified marine lakes of
Palau. Extracted from Katija & Dabiri (2009).

Figure 1.3: Gyrotactic trapping - a) A gyrotactic phytoplankton’s center of mass (red)
is displaced from its center of buoyancy (x = z = 0). As a result, the swimming direction
θ in a shear flow, u(z), is set by the balance of gravitational (Tg) and viscous (Tv) torques.
V is swimming speed, g is gravity and m is mass. b) Schematic of gyrotactic trapping.
Cells can migrate vertically at low shear but tumble and become trapped where |S|> SCR,
accumulating in a thin layer. Extracted from Durham et al. (2009).

4



1.1 Background

Figure 1.4: Scales of interactions and overlap between biological and physical pro-
cesses relevant to plankton ecology - Blue boxes (labeled A) represent physical pro-
cesses that affect plankton dynamics or distributions. Red boxes (labeled B) represent
ways that plankton biology influences ocean physics. A1 – The effect of turbulence on
plankton growth and community composition. A2 – Turbulence and plankton encounter
rates. A3 – Impact of benthic boundary layers on plankton dynamics and distributions.
A4 – Plankton thin layers. A5 – Horizontal plankton patchiness induced by internal
waves. A6 – Planktonic interactions with coastal flow. A7 – Fronts and submesoscale to
mesoscale plankton patchiness. B1 – Effects of plankton on seawater viscosity. B2 – Mi-
croscale plankton-generated fluid motion. B3 – Aggregations and plankton stirring. B4
– Large-scale effects of biology on ocean physics. Extracted from Prairie et al. (2012).
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1.1 Background

Understanding how physical motion affects phytoplankton at small scales has been kept

under methodological limitations, and theoretical and experimental studies has lead the in-

vestigations of this subject (Franks, 1995; Evans et al., 2008; Yamazaki et al., 2014). How-

ever, recent advances have expanded our knowledge of how microscale affects phytoplank-

ton. This progress is mainly linked to the development of new technologies, which have been

central to describing phytoplankton distribution with an increased resolution, not only in lab-

oratories but also in the oceans. The application of holography (Malkiel et al., 2006; Davies

et al., 2011) and microstructure profiling fluorometers (Wolk et al., 2002; Yamazaki et al.,

2006) has advanced our ability to measure phytoplankton distribution up to microscales.

Nonetheless, exploring the spatial distribution of phytoplankton and its relationship with

turbulence has remained a challenge that can only be met by microstructure profilers that

contain adjacent fluorescence and shear sensors (Doubell et al., 2009, 2014).

1.1.2 Microstructure profilers

The first oceanic turbulence measurements were made in the 1950s by towing a minesweep-

ing paravane (Fig. 1.5) from a ship in coastal tidal channels, where currents were strong and

the turbulence was intense (Grant et al., 1962). According to Lueck et al. (2002), this kind

of ship-towed horizontal profiler has spurious contributions from high frequency vibrations

and large ship-induced variations in speed and depth. Thus, measurements of turbulence

from ship-towed horizontal profilers in the open ocean, where velocity fluctuations are much

smaller than in tidal channels, were frustrated.

Still according to Lueck et al. (2002), free-fall vertical profilers that move more smoothly

through the water combined with new technologies, such as shear probes and micro-thermistors,

motivated the use of vertical profilers. As a result, nowadays, observations of the upper

ocean physical microstructure are mainly performed by instruments categorized as vertical

microstructure profilers. According to Oakey & Elliott (1982), vertical profiling instruments
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1.1 Background

Figure 1.5: The first towed vehicle to
measure oceanic turbulence - A converted
minesweeping paravane. Photo extracted from
Grant et al. (1962).

had demonstrated spatial and temporal variability of observed turbulence structures. How-

ever, vertical profilers provide sparse horizontal sampling due to their deployment logistics,

particularly in the upper ocean, where the horizontal inhomogeneity and the effect of phe-

nomena such as Langmuir cells inside the mixed layer can be significant (Garrett, 1996).

In this context, instruments measuring turbulence horizontally present a perspective of the

ocean inaccessible to vertical profiles, and this profiling approach was revived in the 1980s

with a variety of instruments, such as towed vehicles, AUVs (Autonomous Underwater Ve-

hicles), submarines and free-fall gliders (Lueck et al., 2002).

In this new era of horizontal profilers, the complications met in the early 1960s, such as

vibrations and ship-induced variations were reduced to a level comparable to that obtained

using vertical profilers. As an example, the EPSONDE-Glider, introduced by Greenan &

Oakey (1999), is a quasi-horizontal tethered glider that measures ocean turbulence, and it

had demonstrated advantages over vertical profilers in exploring the ocean mixed layer under

various forcing conditions, mainly in the first few meters of the water column.
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Figure 1.6: The EPSONDE-Glider - Pho-
tograph of the EPSONDE-Glider on the De-
fence Research Establishment Atlantic barge
in Bedford Basin in May 1996 with 1) guard,
2) microstructure sensors, 3) main wing, 4)
buoyancy tubes, 5) ballast, 6) release solenoid,
7) EPSONDE pressure case, 8) elevator wing
and 9) tether cable. Extracted from Greenan
& Oakey (1999).

1.1.3 Biophysical microstructure profilers

Despite the achievements made by the new equipment and technologies, horizontal and ver-

tical microstructure profilers were designed to focus only on temperature microstructure and

turbulent shear, and biological activity measurements at microscales were put aside. An ex-

ception to this course is the vertical profiler, TurboMAP (Wolk et al., 2002). The TurboMAP

carries a high-resolution bio-optical sensor that measures turbulence simultaneously with

in-situ chlorophyll-a fluorescence and turbidity and resolves scales as small as 2 cm. An

improved version, the TurboMAP-Laser (TM), shown in Fig. 1.7, was presented by Doubell

et al. (2009) and shows an even higher chlorophyll-a resolution using a laser-induced fluo-

rescence sensor capable of resolving scales as small as 2 mm. Very recently, Ross (2014)

presented preliminary results from another microstructure vertical profiler coupled with a

video-plankton recorder (Fig. 1.8) discussing the impact of turbulence on zooplankton.

However, to our knowledge, there are no horizontal or quasi-horizontal profilers capable

of measuring biophysical microstructure in the present literature. The equipment presented

in this dissertation will fill in that gap.
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1.1 Background

Figure 1.7: The TurboMAP-Laser (TM) -
Vertical profiler presented by Doubell et al.
(2009). The TM simultaneously measures in-
situ chlorophyll-a fluorescence, turbidity, mi-
crostructure temperature and velocity shear.

Figure 1.8: Video Plankton RecorderVertical Microstructure Profiler (VPRVMP) -
The left panel shows the full profiler, on the deck of the R/V Dominion Victory, alongside
its winch. The right panel zooms in on the primary sensors, showing the placement of
the thermistors and shear probes in the nose of the VMP relative to the camera and strobe
of the VPR. Extracted from Ross (2014).
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1.2 Originality and contribution to knowledge

In this work, I present a new tethered quasi-horizontal microstructure glider, the TurboMAP-

Glider (TMG), developed at the Laboratory of Ocean Ecosystem Dynamics of Tokyo Uni-

versity of Marine Science and Technology. The TMG measures ocean microstructure tem-

perature and turbulent velocity shear. Also, it carries high-resolution bio-optical sensors that

simultaneously measure chlorophyll and turbidity. This capability makes the TMG a unique

instrument capable of studying the effect of turbulence upon biological signals through a

quasi-horizontal point of view. This instrument offers a new perspective for investigating

phytoplankton distribution at microscales, where efforts are being made to understand the

mechanisms driving the transition of chlorophyll fluorescence from representing a contin-

uum to representing a discrete variable. Identifying this scale is central to the interpretation

of microscale phytoplankton patchiness (Doubell et al., 2014). Moreover, the comparison

between the vertical and quasi-horizontal microstructure profilers, the TM and the TMG,

clarifies the similarities and differences between both sampling methods in terms of turbu-

lence and phytoplankton microscale distribution, and helps elucidate the biophysics behind

the phytoplankton patch formation, which is poorly understood at present.

1.3 Organization of the dissertation

The objective of this research is to present the design, outcomes as well as the performance

of a new quasi-horizontal profiler created to measure biophysical microstructure. In this dis-

sertation, the focus is on providing new and important information for the field of microscale

biophysics that can be reached by this unique platform, particularly, in terms of phytoplank-

ton microstructure distribution in the upper ocean. Secondly, but not less important, this

study aims to identify differences between vertical and quasi-horizontal microstructure sam-

pling methods.

10



1.3 Organization of the dissertation

After the introduction, in Chapter 2, I present the TMG’s basic configuration, usefulness

and main outcomes from the field experiments carried out in the years of 2011, 2012, 2013

and 2014 near Joga-shima, Japan. In Chapter 3, I discuss horizontal variations and main

differences found between vertical and quasi-horizontal sampling in terms of physical and

biological parameters such as temperature, density and turbulence as well as in terms of

chlorophyll-a fluorescence. In Chapter 4, I use chlorophyll-a measurements to infer about the

relationship between phytoplankton patchiness and turbulence distribution, either vertically

or quasi-horizontally. Finally, in Chapter 5, the general conclusions and limitations of this

dissertation are given together with some future prospects on this specific research path.
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Chapter 2

TurboMAP-Glider

2.1 Design

2.1.1 The TMG prototype

First, a prototype of the TMG (Arima et al., 2010) was developed based on the vertical

profiler TurboMAP (Wolk et al., 2002). Adjustable wings, fixed tail wings and buoyant

material were attached to the TurboMAP main body to enable gliding, as shown in Fig. 2.1.

The main wing has a rectangular plan and airfoil profile of NACA0009 while the wingspan

and chord length are 500 mm and 168 mm, respectively. The wings are made of acrylonitrile

butadiene styrene (ABS) resin, which has a specific gravity of 1.03 in order to achieve a

neutral buoyancy in the seawater. The wing incidence angle is adjustable between -10 and

10◦ to control the gliding angle and gliding speed. The tail wings have a 1/2 span of 173 mm

and a chord length of 102 mm at the root of the wing. The wings have a flat airfoil profile of

1 mm in thickness and are made of carbon fibre. The TurboMAP is a vertical profiler, and

the center of mass is located at the front of the instrument. A 4.50 L buoyant material made

of styrene foam, which has a specific gravity of 0.029, was attached to the front of the body

so as to shift the center of buoyancy forward. A memory-type current meter, Compact-EM
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2.1 Design

(JFE Advantech Co., Ltd.), was attached at the rear end of the body to obtain gliding speed

parallel to the body under water. The prototype’s performance was analysed through tank

tests and sea trials. Using these results as the first step, the final design of the TMG (Fig.

2.2) was based on the tests made with this prototype.

Figure 2.1: The TMG prototype - The TurboMAP body with the following compo-
nents attached: a) buoyant material made of styrene foam; b) main wings; c) tail wings.
Extracted from Arima et al. (2010).

2.1.2 The TMG final design

The TMG (Fig. 2.2) is 2.70 m long and has a mass of 30.24 kg, a density of 1045.4 kg m−3

and a volume of 28.93× 10−3 m3. The main wing has a symmetric NACA0009 (National

Advisor Committee for Aeronautics) profile, a chord of 0.1675 m and a span of 0.5 m (each

side). This wing has a maximum ratio of lift to drag, CL/CD = 27, occurring at an angle

of attack (AOA) of 4◦ and at low Reynolds number (∼ 0.5×105), and the wing stalls at an

angle of 16◦.
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2.1 Design

Figure 2.2: The TMG basic configuration - a) acetal copolymer pressure case - head,
containing all the electronics and sensors; b) aluminium pressure case - tail; c) main
wings; d) tail wings.

The fuselage of the TMG is composed of two separated pressure cases. The fore half

(1.19 m) is made of acetal copolymer and contains all sensors and electronics. The aft case

(1.20 m) is made of aluminium. The tail section (0.31 m) contains the vertical and horizontal

stabilizers and a wet compartment that holds steel plates for adjusting the centers of mass

and volume of the glider (Fig. 2.3).

Figure 2.3: The aft of TMG - a) tail wings; b) adjustable weight compartment with its
enclosure; c) weight plates inside the compartment.

The tethered cable is made of high molecular weight polyethylene fibre with a density of

970 kg m−3 and a breaking strength of 9000 N. Data are recorded internally and downloaded

after the TMG is recovered.

14



2.1 Design

The TMG carries two shear probes, an FP07 thermistor and a 3-axis accelerometer, which

are sampled at a rate of 512 Hz (Fig. 2.4 and Table 2.1). The light emitting diode (LED)

fluorescence/turbidity probe and the laser fluorescence probe (Doubell et al., 2009) are sam-

pled at a rate of 256 Hz. Electrical conductivity, temperature and depth are sampled at a rate

of 32 Hz, as are the single-axis electromagnetic flowmeter and the compass.

Figure 2.4: Sensors - a) FP07 thermistor; b) two velocity shear probes measuring in
z-direction; c) guards that protect sensors from mechanical impact; d) laser fluorome-
ter; e) LED fluorometer; f) conductivity and temperature sensors; g) electromagnetic
flowmeter; h) pressure sensor.
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2.1 Design

Table 2.1: Parameters and sensors from the TMG.

Parameter Sensor Range Accuracy

∂u/∂ t Shear probe 0 – 10 s−1 ±5%

T+∂T/∂ t FP07 thermistor −1 – 35 ◦C ±0.01 ◦C

Temperature Thermistor −1 – 35 ◦C ±0.01 ◦C

Conductivity C sensor 0 – 70 mS ±0.01 mS

Depth SC pressure gauge 0 – 200 m ±0.2%

Acceleration Accelerometer ±2 G ±1%

Chlorophyll LED fluorometer 0 – 200 µg l−1 0.5 µg l−1

Laser fluorometer 0 – 200 µg l−1 0.5 µg l−1

Turbidity IR scattered light 0 – 100 ppm 1 ppm

Velocity Electromagnetic sensor 0 – 100 cm s−1 ±2%

Compass 2-axis magnetic sensor 0 – 360◦ ±2.5◦

HMC6352, Honeywell Inc.
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2.2 Deployment

2.2 Deployment

The launcher for the TMG consists of a steel platform and two buoys to keep it above the

water surface. The TMG is mounted on the launcher and lowered to the water by the ship’s

A-frame or a crane (Fig. 2.5a). Thereafter, the TMG is released (Fig. 2.5b), and the launcher

is retrieved. The TMG descends immediately after its release and is promptly pulled back

to the surface (Fig. 2.5c). When the TMG nose starts to sink, the tethered cable is paid out

manually at a rate to maintain several meters of slack. This decouples the glider from the

ship and allows it to glide freely. The flight is terminated when the tether is exhausted or

when the instrument has reached its target depth. The TMG is pulled back to the surface,

either manually or using a YODA Profiler winch (Masunaga & Yamazaki, 2014), and brought

aboard (Fig. 2.5d).

Figure 2.5: Deployment of TMG from the R/V Seiyo Maru - a) the launcher coupled
with the TMG is lowered to the water surface; b) the TMG is released and the launcher
is retrieved; c) the TMG is pulled back to the surface in order to start its glide; d) the
TMG is retrieved using the ship’s A-frame or crane.
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2.3 Steady forces and moments

In order to understand the steady forces and moments acting on the TMG, I will briefly

discuss the forces acting upon a vertical profiler following He et al. (2009) and Lueck (2011).

First, let’s consider a profiler submersed in a completely motionless fluid of density ρW . The

profiler has a volume V (in units of m3) and a mass m (in units of kg). Thus, the profiler

weight is mg= ρpV g, where g is gravity and ρp is the profiler density. Assuming the center

of mass (CM) and the center of buoyancy (CB) are placed in the same location, and also

considering the neutral buoyancy (B) condition (B =mg), the sum of the forces is zero. Thus,

the profiler will not rise or sink (Fig. 2.6).

Figure 2.6: Vertical profiler in static equilibrium - A vertical profiler in static equi-
librium with its surrounding fluid. Its weight is represented by mg and its buoyancy is
represented by B.

If we increase the mass of the profiler without moving its CM, then the profiler will

accelerate downward. Consequently, the water flowing past the surface of the instrument

exerts a force on it, which has two components: the drag force (FD) and the lift force (FL).

FD is directed opposite to the motion and parallel to the flow, and FL is the perpendicular

component to the motion (Fig. 2.7). The FD will increase with increasing speed until the

sum of forces is again zero, and FL is proportional to the angle of attack (AOA), which is
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2.3 Steady forces and moments

the angle between the major axis of the profiler and the direction of travel. As the AOA

increases, the water is deflected through larger angles, resulting in more lift.

Figure 2.7: A vertical profiler descending at a steady speed - The relative motion
induces two new forces – lift, FL, and drag, FD.

Using the vertical profiler model presented in Fig. 2.6 and 2.7, a simple glider model can

be developed (Fig. 2.8). Let us place CB on the major axis, assuming that the glider is highly

symmetric in its major axis. Also, let us move CM away from the major axis perpendicularly

to CB. The weight and buoyancy are still in balance. However, the glider has a preferred

orientation, where the side closest to CM is defined as the “underside”. The glider is stable

in two directions, and perturbations are reduced by correcting the torque obtained from the

separation of the CM and CB.

When the CM is moved forward and/or the CB is moved aft, while still keeping the

weight and buoyancy in balance, the glider has a preferred orientation, with its nose turned

downward (Fig. 2.9). The static pitch angle (θ ) is tan−1(lx/lz), where lx is the separation of

the centers of mass and buoyancy in the direction of the major axis, and lz is their separation

at right angles to the major axis.
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2.3 Steady forces and moments

Figure 2.8: A glider in static equilibrium - The center of mass (CM) is below the
center of buoyancy (CB), and both centers are at the same location along the major axis.

Figure 2.9: A glider in static equilibrium - The center of mass is below and forward
of the center of buoyancy, and the center of buoyancy remains on the major axis.
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2.3 Steady forces and moments

If we increase the mass of the glider without moving its CM and CB, the glider will

accelerate downward. Consequently, fluid will be pushed to the left, and the glider will

move to the right (Fig. 2.10). When all forces and moments sum to zero, the acceleration

will stop and the glider will reach a steady motion.

Figure 2.10: A glider moving downwards - The glider starts its downward motion
once mg > B. The thick arrows represent the fluid motion around the glider’s body.

Applying the aforementioned concepts to the TMG, I used the glider-based coordinates

(x, y, z) where the x-axis is directed forward along the main central axis of the TMG in its

direction of motion. The y-axis points to port, and the z-axis is nominally upward. The

Earth-based coordinates (X , Y , Z) point in the same directions when the TMG is oriented

horizontally and without roll (Fig. 2.11). Following He et al. (2009), the steady force and

moment balance in the XZ-plane are:

−FD cos(θ +α)+FL sin(θ +α) = 0, (2.1)

FD sin(θ +α)+FL cos(θ +α)+B−W = 0, (2.2)
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2.3 Steady forces and moments

B(xB cosθ + zB sinθ)−W (xm cosθ + zm sinθ)−M = 0, (2.3)

where θ is the pitch angle, α is the AOA of the TMG, (θ +α) is the path angle, FD and FL

are the drag and lift forces, respectively, B is the buoyancy, and W is the weight of the TMG.

B−W is the net weight in water. M is the torque due to drag and lift. The coordinates (xm,zm)

and (xB,zB) represent the center of mass (CM) and center of buoyancy (CB), respectively. By

convention, the drag is rearward along the path of the TMG, and the lift force is orthogonal

to the drag.

Figure 2.11: The steady forces on TMG - U is the TMG velocity, θ is the pitch angle,
α is the angle of attack, (θ +α) is the path angle, and M is the moment due to drag, FD,
and lift, FL. B is the buoyancy, and W is the weight. The glider-based coordinates are x
(along axis), y (to port) and z (up and orthogonal), while the Earth-based coordinates are
X , Y (both horizontal) and Z (up).

The center of mass’s position along the axis of the TMG, xm, is found by weighing

the glider in air from two points of suspension. When there are no trim plates in the tail,

xm = −1.065 m with respect to the front nose cone. The z-coordinate, zm, is found by

measuring the torque about the x-axis when the y-axis is vertical. The center of mass is at

4×10−3 m below the center line because a stainless steel drop weight is located in the bottom

half of the glider near the middle of the fuselage, which provides roll stability. Internal trim
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2.3 Steady forces and moments

weights bring TMG’s y-coordinate to zero so that the center of mass is in the xz-plane. The

axial position of the center of buoyancy, xB, is determined by weighing the glider in water

from two points of suspension. It is at xB = −1.115 m when there are no trim plates in the

tail. The z-coordinate, zB, has not been determined, but it must be very close to the center

line because the fuselage is rotationally symmetric. The only off-center objects are the tail

wing and a small lifting eye near the center of the fuselage, both of which raise the center of

buoyancy above the axis of the glider. I assume zB = 0.

Using Equation (2.1) and (2.2), we can extract FD and FL separately:

FD = (W −B)sin(θ +α), (2.4)

FL = (W −B)cos(θ +α) . (2.5)

The ratio of drag-to-lift is

FD

FL
= tan(θ +α) (2.6)

which shows that the path angle is determined exclusively by this ratio and is independent

of the weight and buoyancy of the glider. Therefore, according to Equation 2.6, the flight

performance of the TMG is identical in both freshwater and seawater.

For small path angles, the forces and their ratios reduce to

FD ≈ (W −B)(θ +α), (2.7)

FL ≈ (W −B), (2.8)
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2.4 Pitch and path angles

FD

FL
≈ (θ +α) , (2.9)

which indicates that the glider adjusts its lift to equal its net weight.

The torque on the glider due to lift and drag cannot be accurately predicted because

the point of effect of these forces is nebulous. Both forces are generated by flow over the

entire glider – fuselage, wings, sensors and all other appendages. The glider will sink, nose

downward, if the center of mass is forward of the center of buoyancy. If the center of lift is

forward of the center of mass, the lift will raise the nose, and if the configuration is stable, the

TMG will glide according to (2.1) – (2.3). The center of the wing was placed at x=−1.110 m

so that the center of mass can be brought aft of this position using the trim plates in the tail.

2.4 Pitch and path angles

The pitch, path angle and the AOA are derived using a geometric procedure (Fig. 2.12). The

pitch angle (θ ) is provided by the accelerometer, θ = arcsinAx, where Ax is the acceleration

component along x-axis. The component of velocity along the x-axis, U , is obtained from

the electromagnetic current meter. The AOA, α , is derived from the following equations:

E =U sinθ , (2.10)

D = ∆z−U sinθ (2.11)

and

C =
∆z−U sinθ

cosθ
, (2.12)

where E, D and C are the sides of right triangles, and ∆z is the vertical distance travelled by
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2.4 Pitch and path angles

the TMG in 1 second – a distance measured by the pressure transducer.

It then follows that:

tanα =
∆z−U sinθ

U cosθ
, (2.13)

and the AOA is

α = tan−1
(

∆z−U sinθ

U cosθ

)
. (2.14)

Figure 2.12: Glider path geometry - C, D and E are right-triangle legs, θ is the pitch
angle, ∆z is the vertical distance travelled by TMG in 1 second, U is the x-axis compo-
nent of the velocity measured by the flowmeter, and V is the along-path component of
velocity.
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2.5 Trimming experiment at Lake Biwa, Japan

2.5 Trimming experiment at Lake Biwa, Japan

We used an empirical approach to trim the glider for flight. In February 2011, we carried out

a test in Lake Biwa, Japan (Fig. 2.13), where we progressively added stainless steel weights

to the tail (Fig. 2.3c) to move the centers of mass and buoyancy rearward. Each kilogram

of added mass moves the center of mass by 5.5× 10−2 m and the center of buoyancy by

0.7× 10−2 m. These centers coincide at x = −1.123 m when the added mass is 2.2 kg, a

position that is 0.013 m aft of the center of the wings.

Figure 2.13: Lake Biwa, Japan - Lo-
cation of the deployments during the
TMG trimming experiment (black star).

We set the angle of the wings to 0◦ and tested the path angle, θ +α , for added masses

of 0.6 to 2.2 kg (Table 2.2). The TMG was stable but flew with unsatisfactory path angles

for all masses smaller than 2.2 kg. Vibrations were large for 1.6 and 1.9 kg, indicating flow

separation from the wings. A wing angle of 2◦ performed well for masses of 1.9 and 2.0 kg.

A wing angle of 4◦ performed well with a mass of 1.9 kg, but the glider was marginally

stable at 2.0 kg. With a mass of 1.6 kg, a wing angle of 8◦ was stable and even had a slightly

negative AOA. However, the glider was unstable when the mass was increased to 1.9 kg.
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2.6 Field experiment near Joga-shima, Japan

Thus, there is a range of added mass (1.6 to 2.0 kg) and wing angles (2 to 8◦) that give a

stable flight, which means path angles between 13 and 18◦, small vibrations and no abrupt

changes of direction or angle.

Table 2.2: Flight tests of TMG with different wing angles and tail weights in February
2011 in Lake Biwa, Japan. Satisfactory TMG performances are indicated by one star
(?), and two stars (??) indicate the selected combination of weight and wing angle used
during Joga-shima experiments.

Tail weight (kg) Wing angle (◦) Path angle (◦) Flight characteristics
0.6 0 > 45 mostly a vertical profiler
1.5 0 45 mostly a vertical profiler
1.6 0 33 almost a glider
1.9 0 20 flight with large vibrations
2.2 0 20 unstable flight

? 1.9 2 15 smooth and stable flight
? 2.0 2 13 smooth and stable flight

1.6 4 22 large vibrations (α < 0)
?? 1.9 4 13 smooth and stable flight

2.0 4 13 marginally stable flight
? 1.6 8 18 stable flight (α < 0)

1.9 8 13 unstable flight

2.6 Field experiment near Joga-shima, Japan

From June 18th to 20th 2011, September 5th to 6th 2012, June 24th 2013 and on May 20th

2014, we carried out TMG and TM deployments near Joga-shima, Japan from the R/V Seiyo

Maru. In 2014, due to weather conditions, it was not possible to sample at the same position

from the previous years, as shown in Fig. 2.14. We deployed the TMG first, and as soon

as we retrieved the TMG, we deployed the TM. The time interval between two successive

deployments was less than 30 minutes. We carried out 34 TMG profiles in 2011, 15 in 2012,

24 in 2013 and 25 in 2014. For TM, these numbers are respectively 32, 14, 21 and 23.
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2.7 Performance

Figure 2.14: Joga-shima, Japan - Location of the TMG and the TM deployments near
coastal area in the years of 2011, 2012 and 2013 (black triangle) and offshore in the year
of 2014 (black star).

2.7 Performance

The TMG’s deepest deployment reached 100 m, during which it had also travelled a total of

300 m horizontally away from the ship, using a combination of 1.9 kg of weight inside the

tail compartment and a wing angle of 4◦ (Table 2.2). I used the deepest deployment to show

the performance of the flight in the longest time series (Fig. 2.15). I also discuss data from

different deployments in the next sections.

The TMG started to increase speed, reaching a maximum of 1 m s−1 around 8 m depth

(10 s after its launch). At 15 m depth, the speed settled to 0.6 m s−1 (50 s after launch – Fig.

2.15e). The horizontal path of the TMG depends not only on the background flow but also

on even the smallest athwartship asymmetry, which can cause the TMG to deviate from its

path. However, abrupt direction changes were not observed, and the rate of deviation, 0.34◦

s−1, was approximately constant (Fig. 2.15c and Fig. 2.15d). The vertical path angle started
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around 40◦ and quickly decreased to 20◦ in the first 8 m (10 s after launch). Then, it reached

13◦ around 10 m (30 s after launch) and remained approximately constant until 20 m (100 s

after launch). Finally, it increased and reached 22◦ (at 100 m) at the end of the flight (Fig.

2.15b). The TMG never reaches a truly steady state. With increasing travel distance, more

cable is deployed, which increases the drag on the glider and, consequently, its path angle

increases (Equation 2.6). However, the glide was smooth right to the end.

Figure 2.15: Performance of the TMG flight on June 18th 2011 - a) depth; b) path
angle and angle of attack; c) heading; d) horizontal path and e) TMG speed.
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2.8 Turbulent velocity shear

2.8.1 The airfoil velocity shear probe

The mantle’s type airfoil probe principal components and theoretical framework are briefly

described here as reported by Macoun & Lueck (2004): “The probe is a pointed body of

revolution that utilizes hydrodynamic lift force to measure one cross-stream component of

velocity. The cross-force on this axisymmetric surface is detected by an insulated strain

transducer (Fig. 2.16). The transducer is a piezoceramic beam composed of a material that

generates a charge when subjected to a force or pressure, and outputs a voltage proportional

to the instantaneous cross-stream velocity”. The output is differentiated to improve high-

frequency signal-to-noise ratio. The resulting signal, when the probe travels at constant

speed through the water, measures the gradient of cross-stream velocity fluctuations. The

probe is mounted so that its mean travel velocity through the water is aligned with the axis

of revolution of the probe. This mean velocity is essentially the TMG velocity, and the

measured signal is the fluctuating flow orthogonal to this velocity direction. The beam is

secured inside a Teflon sleeve (mantle) with epoxy and a silicon rubber molded over the tip,

protecting it from moisture.

Figure 2.16: The airfoil shear probe - Diagram of the airfoil shear probe. The piezo-
ceramic beam produces a charge proportional to the cross-stream lift force generated by
flow around the probe. α is the angle of attack, V is the instantaneous speed, U is the
velocity along the axis of the probe, and w is the fluctuating cross-stream component.
The angle of attack must be small for the shear probe to respond linearly to cross-stream
velocity fluctuations, so that U >> w. Extracted from Macoun & Lueck (2004).
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2.8 Turbulent velocity shear

2.8.2 Data processing

To remove plankton collisions, shear measurements were de-spiked before processing by

comparing the instantaneous, rectified shear signal against its local variance. The frequency

spectra were computed using Welch’s averaged periodogram technique with 50% overlap-

ping and cosine windowing. Each periodogram was calculated using consecutive 8 s of shear

data linearly de-trended. However, for the first 20 s of the time series, where the averaged

velocity is higher (around 0.8 to 0.9 m s−1), I used shear segments of 4 s (TMG only). Fre-

quency spectra, Φ( f ), were turned into wavenumber spectra, Φ(k), by multiplying them by

the average of the segment velocity (U),

Φ(k) = Φ( f )U and k =
f

U
, (2.15)

where k is the wavenumber and f is the frequency. The TMG is fitted with the same shear

probes as TurboMAP (Wolk et al., 2002). I applied the same shear probe correction for

electronic response that Wolk et al. (2002) used, which is a single-pole transfer function

suggested by Oakey (1982),

H2(k) =
1

1+
(

k
kc

)2 , (2.16)

where kc is the cutoff wavenumber equal to 48 cpm following Macoun & Lueck (2004). The

wavenumber spectra, Φ(k), were corrected by division with (Equation 2.16).

2.8.3 Minimizing vibration effects

The TMG normally reports strong acceleration and shear during the first 20 seconds of its

flight (e.g. Fig. 2.17), and vibration severely contaminates the shear probe signals. The

glider is still settling into its quasi-steady orientation. The vibration affects mainly the y-

axis (Ay) and the z-axis (Az), and usually is weak in the x-axis (Ax), as shown in Fig. 2.17c,
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2.17d and 2.17e. After the starting transient, vibrations are very small and the shear varies

intermittently, which is a common characteristic of near-surface stably stratified waters.

Figure 2.17: Vibration contamination - a) velocity shear; b) temperature gradient; c),
d) and e) are x, y and z accelerations, respectively; and f) depth, path angle and velocity.
The grey rectangle denotes the initial transient phase of the glide. Data from June 20th

2011.

Acceleration-coherent noise was removed from the shear signal with the algorithm de-

veloped by Goodman et al. (2006). This method was used with data from a propellor-driven

Autonomous Underwater Vehicle (AUV) to minimize contamination from vehicular motions

and vibrations of the shear probe mounts. Our instrument is a gravity-driven glider and is af-

fected by vibrations from different sources, such as the vibrations created by flow separation

while the glider is settling into its equilibrium flight path. However, since the accelerometer
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sensors are able to identify vibration, no matter its source, the aforementioned method can

be applied to data from the TMG. According to Goodman et al. (2006) and assuming that the

signals from the shear probes are linearly related to the true environmental turbulence plus a

contribution measured by the accelerometers, the method is defined as

s = ŝ+B∗ikak (2.17)

where the matrix s = [v,w] represents the time series of the change rate of the transverse

and the vertical velocity measured by the shear probes. Further, ai represents the matrix

of the time series of the accelerometer output. The (ŝ) represents the true uncontaminated

signal and the asterisk (∗) represents a convolution. Repeated indices are used to imply

summation; the multivariate weighting function Bi j represents the “transfer” of acceleration

into the shear probe. Also, the vehicular vibrations and motions are statistically independent

of the environmental turbulence, which means that

ŝia j = 0. (2.18)

Let φi, φ̂i, αi and βi j be the Fourier transforms of ŝi, ai and Bi j, respectively. It follows

from Equation 2.17 that

φi = φ̂i +βikαk, (2.19)

where βi j = βi j( f ) is the frequency transfer function relating the probe signals to the ac-

celerometer signals. Using Equation 2.18 and multiplying Equation 2.19 by its complex

conjugate, it then follows that

Φ̂i j = Φi j−χikΓ
−1
kl χ

∗
l j, (2.20)
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where Φ̂i j is the corrected cross-spectrum of ŝi, Φi j is the cross-spectrum of the contaminated

signal, si, χik is the cross-spectrum between the contaminated signal (si) and the accelerom-

eters (a j), and Γi j is the cross-spectrum of αi.

Vibrations can be identified visually by using the accelerometer time series as shown in

the highlighted rectangle in Fig. 2.17, where concomitant signals from the accelerometer

and velocity shear probes are strong evidence of vibration contamination. In addition, the

analysis of shear and accelerometer power spectra helps to identify concomitant peaks and

consequently to infer about vibration contamination. The difficulty inherent in identifying

and completely eliminating vibration sources, makes the acceleration-coherent noise removal

helpful in reducing vibration contamination. The method improves estimations of the rate

of dissipation of kinetic energy (ε) once the velocity shear spectra fit the empirical spectrum

better after the decontamination process in regions where vibrations are strong (Fig. 2.18)

and particularly where the rate of dissipation is extremely low (Fig. 2.19). Measures of

oceanic turbulence are routinely compared to the empirical turbulence spectrum, commonly

called the Nasmyth spectrum (Nasmyth, 1970), which is largely accepted by the oceano-

graphic community, since turbulence spectrum exhibits this universal shape in the inertial

and viscous-convective sub-ranges. When the turbulence is strong and the vibrations are

weak, there is little difference between the estimates of ε with and without the noise reduc-

tion (Fig. 2.20). However, the method underestimates the turbulent motion of large eddies

once the vehicle responds to turbulent eddies larger than its length. According to Goodman

et al. (2006), significant vehicle response occurs from turbulent eddies with wavelengths

larger than 2L, where L is the length of the vehicle.
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2.8 Turbulent velocity shear

Figure 2.18: Strong vibration - Upper panel: shear and acceleration spectra for the
strong vibration region identified by the black rectangle in the shear probe signal time
series (lower panel). The vertical grey line represents half the Kolmogorov wavenumber
(kn). The acceleration spectra are offset in the vertical direction by a factor of 10−2

for clarity. The speed was obtained from the averaged profiling speed in the identified
segment. Data from June 20th 2011.
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Figure 2.19: Quiescent shear - Upper panel: shear and acceleration spectra for the
quiescent shear region identified by the black rectangle in the shear probe signal time
series (lower panel). The vertical grey line represents half the Kolmogorov wavenumber
(kn). The acceleration spectra are offset in the vertical direction by a factor of 10−2

for clarity. The speed was obtained from the averaged profiling speed in the identified
segment. Data from June 20th 2011.
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2.8 Turbulent velocity shear

Figure 2.20: Strong turbulence with low vibration - Upper panel: shear and accelera-
tion spectra for the strong velocity shear with low vibration noise in the region identified
by the black rectangle in the shear probe signal time series (lower panel). The vertical
grey line represents half the Kolmogorov wavenumber (kn). The speed was obtained
from the averaged profiling speed in the identified segment. Data from September 6th

2012.
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In order to estimate the scale of the largest eddies during the experiments near Joga-

shima, we used the Ozmidov length scale (Ozmidov, 1965):

LO =

√
ε

N3 , (2.21)

where N is the buoyancy frequency, and LO is the maximum possible displacement due to the

inhibition of vertical motion by stratification. The eddy length magnitudes are significantly

lower than TMG length (L = 2.7 m) and do not reach 2L, which indicates that underestima-

tion of turbulent motion is negligible (Fig. 2.21).

Figure 2.21: Empirical cumulative distribution function (CDF) of the Ozmidov
length scale (LO) - The vertical dashed line represents the TMG length, L. Data from
all the profiles obtained in the years of 2011, 2012, 2013 and 2014. The total number of
samples is 1940.

2.8.4 Estimation of kinetic energy dissipation rate

The dissipation rate of the turbulent kinetic energy (ε) can be estimated from the velocity

shear data,

ε =
15
4

ν

(∂w
∂x

)2

+

(
∂v
∂x

)2
 , (2.22)

where ν is the kinematic viscosity, and the overbars represent the spatial average. In practice,

the velocity shear variance is obtained by integrating the shear spectrum in the wavenumber
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2.8 Turbulent velocity shear

space. Thus, considering the assumption of turbulence local isotropy, (Equation 2.22) can be

rewritten as

ε =
15
2

ν

∫ k2

k1

Φ(k)dk, (2.23)

where Φ(k) is the shear spectrum (Equation 2.15). The integration limit, k1, is set to 1

cpm, and k2 is half the Kolmolgorov wavenumber (kn). Because of random systematic er-

rors and/or vibration introduced in the shear signal, the measured spectra deviate from the

expected empirical curve and may not resolve all the variance. In these cases, I recovered

the unresolved variance by extrapolation using the Nasmyth spectrum.

Figure 2.22 shows a quiescent velocity shear spectrum, collected on June 24th 2012 be-

tween 20.4 and 21.4 m depth. At these low levels of turbulent energy, it is still possible to

infer the correct dissipation rate from the measured spectra up to half of kn, which represents

about 87% of shear variance (Wolk et al., 2002). The TMG was capable of measuring ε as

low as 0.5×10−10 W kg−1, which is in the order of the lowest dissipation rate of turbulent

motion and comparable to the best performance of most vertical free-fall profilers (Lueck

et al., 2002).

Figure 2.22: Noise level - Dissipation spectrum of a quiescent section of velocity shear
between 20.4 and 21.4 m depth near Joga-shima, Japan on September 6th 2012. The
vertical grey line represents half the Kolmogorov wavenumber (kn).
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2.9 Fluorescence

The principle underlying chlorophyll fluorescence analysis is relatively straightforward. Light

energy absorbed by chlorophyll molecules can experience one of three ways: it can be used

to drive photosynthesis (photochemistry), excess energy can be dissipated as heat or it can be

reemitted as light – chlorophyll-a fluorescence (Fig. 2.23). Fluorescence measurements can

be used to estimate the chlorophyll concentration distribution in the water and consequently

allows us to infer about phytoplankton distribution.

Figure 2.23: Principle of chlorophyll-a
fluorescence - Simple model of the path
of light energy absorbed by a chloroplast.
Alternatively, absorbed light energy can be
lost from as chlorophyll fluorescence or
heat.

The TMG has two chlorophyll-a fluorescence sensors: the LED and laser sensors. Fluo-

rescence measurements from the LED sensor were first low-pass filtered at 50 Hz to suppress

sensor noise whilst retaining the spatial scales resolved by the sensor (Wolk et al., 2006). No

correction was required for fluorescence measured by the laser sensor (Doubell et al., 2009).

The arbitrary units used to measure fluorescence are calibrated using sodium fluorescein so

that the output units are approximately equivalent to µg l−1 of chlorophyll-a. The LED sen-

sor (Fig. 2.24) samples a volume of 4 ml, and it has an approximated spatial resolution of

2 cm. The LED chlorophyll-a concentration is determined by a set of blue LEDs measur-

ing the fluorescent response to excitation by light with a wavelength band of 400 – 480 nm

(Wolk et al., 2001). Also according to Wolk et al. (2001), the set of six LEDs are arranged

in a circle and are tilted 30◦ toward the center in such a way that their light beams intersect,
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2.9 Fluorescence

creating a sampling volume of 4 ml in front of the receiver diode, which has an optical pass

band of 640 – 720 nm and an opening view angle of 45◦.

Figure 2.24: The LED sensor - The view of the LED sensor (left panel) shows the blue
excitation LEDs and the center receiver diode. In the right panel, an illustration shows
the approximate beam pattern for two of the excitation LEDs. The dashed lines are the
receiver’s opening view and the darker grey area is the sample volume of 4 ml. Adapted
from Joshima (2012).

The reduced sample volume of the laser probe (32 µl), in comparison to the LED probe

(4 ml), allows for measurements of chlorophyll-a with increased spatial resolution and gives

independent measures of the fluorescence field approximately every 2–3 mm at typical pro-

filing speeds, between 0.50 and 0.80 m s−1 (Doubell et al., 2009). Also according to Doubell

et al. (2009), to minimize distortions caused by the flow field, the laser probe has a aerody-

namic design (Fig. 2.25). The excitation and the receiver diodes are placed on a single flat

surface in order to reduce the possibility of recirculation within the sample volume due to

mixing caused by irregularities in the probe shape. A blue laser diode with an excitation

wavelength of 410 nm is projected at 45◦ outward and into the oncoming flow. Detection

occurs within a sample volume shaped as a cylinder (10×2 mm, length × diameter) in front

of the optical receiver diode (Fig. 2.25 – left panel).
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2.9 Fluorescence

Figure 2.25: The laser sensor - The view of the laser sensor (left panel) shows the blue
excitation laser diode and the receiver diode. In the right panel, an illustration shows the
approximate beam pattern for the excitation laser diode (light blue). The solid red lines
indicate the receiver’s opening view and the blue cylinder represents the sample volume
of 32 µL. Adapted from Joshima (2012).

The variance of the signal from the laser probe is much larger than that from the LED unit

and shows that the phytoplankton spatial variability becomes increasingly intermittent when

measured with increased resolution (Fig. 2.26a). Still, according to Doubell et al. (2009), it

is likely that the peak structures identified by the laser probe constitute patches of increased

biomass, which may include individual phytoplankton cells as well as chains and aggregates.

I defined phytoplankton-related patches as laser fluorescence peaks 2 times bigger than the

background value, which in turn is the laser signal low-passed at 1 Hz (Fig. 2.26b).

42



2.9 Fluorescence

Figure 2.26: Fluorescence - Chlorophyll-a measured with the laser (black line) and the
LED (grey line) sensors. The grey circles represent phytoplankton patches measured
using the laser sensor. b) Zoomed in area from the segment identified by the rectangle in
(a). The dashed line represents the laser signal low-passed at 1 Hz (background value).
Data from June 24th 2013.
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I analysed the log-transformed histograms of 4 m segments of fluorescence data from

both sensors. The histograms from the LED and laser sensors were best fit by log-normal

and Gumbel (also known as type I extreme value distribution) distributions respectively (Fig.

2.27). Our findings corroborate the results obtained from vertically measured microstructure

fluorescence by Doubell et al. (2014). These authors suggest that the clear shift from a log-

normal to a skewed extreme value distribution with a reduction in sample volume demon-

strates the existence of a critical scale at which the underlying nature of the fluorescence field

diverges. This trend was also observed quasi-horizontally. Further investigation is needed to

infer about possible differences between these results and those observed vertically. I discuss

this matter in Chapter 3.

Figure 2.27: Histogram of log-normalized fluorescence - Values measured by the
TMG (a) LED and (b) laser sensors between 21 and 25 m depth. The LED sensor his-
togram was fitted with a normal distribution (dashed line). The histogram from the laser
sensor was best fitted with a Gumbel extreme value distribution (dashed line). Corre-
sponding Q-Q plots show the comparison of the distribution of the (c) LED and the (d)
laser fluorescence values to theoretical normal and Gumbel extreme value distributions,
respectively. Data from deployments conducted on June 24th 2013. The number of
samples is 1024 for each histogram.
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Chapter 3

Horizontal variations

The TMG measures along-path variations of oceanographic properties. The path is nearly

horizontal, but the vertical component is not insignificant. Distinguishing horizontal varia-

tions from vertical ones is challenging. In order to clarify this issue, we compared vertical

and quasi-horizontal sampling methods using the data from TMG and TM collected during

the experiments near Joga-shima (see section 2.6).

The empirical cumulative distribution function (CDF) of the logarithm of the rate of

dissipation, log10 ε , for the TM and TMG instruments, passes the Kolmogorov-Smirnov test

of equality at a significance level of 0.05 applied for each year (Fig. 3.1). The ratio between

Ozmidov to the Kolmogorov length scales, sometimes called the intermittency factor (I f ), is

defined as follows:

I f =

(
ε

N3

) 1
2

(
ν3

ε

) 1
4
=
(

ε

νN2

) 3
4
, (3.1)

where ν is the kinematic viscosity (10−6 m2 s−1). When I f is sufficiently large, the length

scales of the largest overturning eddies and the smallest are well separated, providing a broad

spectral range of turbulent eddies. Gargett et al. (1984) suggests the parameter known as

isotropy index (I),
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I =
ε

νN2 . (3.2)

When I > 200, turbulence is in isotropic state. Fig. 3.2 shows the empirical CDFs from

TMG and TM. Both instruments present very few values of I smaller than 200 (0.6%). Thus,

I consider the turbulent field to be spatially homogeneous and isotropic.

Figure 3.1: Empirical CDF of log10ε - The number of samples for the TMG is equal
to 620 in 2011, 256 in 2012, 363 in 2013 and 701 in 2014. For TM, these numbers are
respectively 735, 361, 416 and 468.
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Figure 3.2: Empirical CDF of I - The number of samples for the TMG is equal to
620 in 2011, 256 in 2012, 363 in 2013 and 701 in 2014. For TM, these numbers are
respectively 735, 361, 416 and 468.
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3.1 False overturns

The along-path measurement of density from the TMG shows inversions, which could be

either true local overturns or just vertical undulations of the isopycnals by internal waves

transected by the path of the glider (for a simplified illustration, see Fig. 3.3). The theoretical

study from Thorpe (2012) examines the accuracy of the estimation of the vertical size of

eddies in turbulent stratified shear flows in the ocean from measurements obtained by gliders.

The author made comparisons between gliding simulations crossing Kelvin-Helmholtz or

Holmboe instability those crossing through the statically unstable regions formed at early

stages of convective breaking of internal waves (Fig. 3.4). As a result, false overturns might

be apparent using gliders with small inclination angles crossing internal waves, leading to

erroneous estimates of the displacement scales. Thus, I used the Ozmidov and the Thorpe

(Thorpe, 1977) length scales to try to distinguish true local overturns from false overturns

for the along-path inversions. I am relying on the linear relation, reported in various studies

(see Finnigan et al. (2002) for a review), between these scales when there are true overturns.

Figure 3.3: Isopycnal undulations - TMG path crossing a sinusoid internal wave trav-
elling through the interface between two layers with densities equal to ρ1 and ρ2.
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3.1 False overturns

Figure 3.4: Isopycnal surfaces of internal gravity waves - Internal gravity waves
travelling through a uniformly stratified fluid with different slopes. Three surfaces of
constant phase are shown by the dashed lines. The waves in (b) are statically unstable in
the hatched regions. The group velocity, cg, is inclined to the horizontal at an angle θ .
Extracted from Thorpe (2012).
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LT is defined by

LT =
√

d̄2, (3.3)

where LT is the root mean square of the apparent vertical displacement of water parcels

by turbulence. The method empirically estimates the length scales of turbulent overturning

in a stratified water column and is useful when the flow is homogeneous in the horizontal

and when density inversions are a result of turbulent stirring (Thorpe, 1977). The length

scale, LT , is estimated from fine-scale measurements of a density profile re-ordered using

a “sorting algorithm” that converts the observed profile into one which density increases

downward. The resorting is based on the assumption that discrete elements of water have

been displaced vertically due to turbulence from a basic stably stratified water column (Fig.

3.5).

Figure 3.5: The sorting algorithm - A stable profile of density (ρ) with ∂ρ/∂ z ≤ 0
shown in (b) from the observed profile (a), in which there is a statically unstable region
where ∂ρ/∂ z > 0. The vertical arrows show the displacements in z required to resort
the observed density profile into the statically stable order shown in (b). Extracted from
Thorpe (2005).
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Thorpe (1977) suggested that LT and LO are linearly related, and this ratio (a) is defined

here as

a =
LO

LT
. (3.4)

The universality of the correlation remains questionable, however, since measured values of

the ratio vary between 0.65 and 0.95 (Dillon, 1982; Finnigan et al., 2002; Levine & Boyd,

2006). At the same time, Wesson & Gregg (1994) showed that values were somewhat more

scattered than the proposed range and recommended a range between 0.25 and 4 (Fig. 3.6),

which I decided to use.

Figure 3.6: a range from Wesson & Gregg (1994) - The variation of the displacement
scale, LT , with the Ozmidoz scale, LO, both measured in meters. The upper and lower
straight lines represent a = 4 and a = 0.25, respectively. Extracted from Wesson &
Gregg (1994).

More than 50% of the estimates of the ratio, a, measured by the glider are smaller than

0.25 (Fig. 3.7), while more than 73% of the TM-based estimates fall into the range of 0.25

to 4. The consistently higher value of LT compared to LO between depths of 6 and 15 m,

where apparent inversions are common, indicates that most of these are false overturns of

the isopycnals (Fig. 3.9). That is, the kinetic energy of the motions (as indicated by LO) is
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insufficient for overturns of scale LT . Also, I used the relationship between a and the isotropy

index, I (Equation 3.2), as a dimensionless way of observing the deviation presented by TMG

(Fig. 3.8a and b). The a values for the TMG are significantly outside the limits established

for this ratio, which does not happen when using a values from the TM (see Fig. 3.8a

and b). The a value deviations are caused by false water displacements due to horizontal

inhomogeneities, which is clearly shown using the correlation between LT and I (Fig. 3.8c

and d). The correlation between LT and I is almost absent in the TMG dataset. However,

when the TM was used, a strong correlation was observed, with a coefficient of correlation

equal to 0.47. Strong correlation is expected once the displacements observed from the TM

are true overturns, and once LT is linearly correlated to LO. These results reinforce that

care must be taken when using gliders to calculate water displacements and that possible

inhomogeneities need to be considered.
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Figure 3.7: Scatter plot of LT and LO - Data from the TMG (a) and the TM (b), where
the upper and lower straight lines represent a = 4 and a = 0.25, respectively. Data from
all the profiles obtained in the years of 2011, 2012, 2013 and 2014.
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Figure 3.8: Scatter plot of a versus I - Data from the TMG (left panels) and the TM
(right panels), where the upper and lower dashed lines represent a = 4 and a = 0.25,
respectively. The blue lines represent I = 200. The red lines represent the correlation
between LT and I, equal to 0.04 to TMG and 0.47 to TM. Data from all the profiles were
obtained in the years of 2011, 2012, 2013 and 2014.
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TM profiles do not show big and frequent inversions such as those found in TMG pro-

files, as exemplified in Fig. 3.10. The conductivity (C) and temperature (T) are measured by

a combined C-T sensor consisting of a platinum wire thermometer and an inductive conduc-

tivity cell. Different time response between these two sensors (the T sensor is slower than

the C sensor) can lead to salinity spiking and cause false inversions in the density profiles.

This problem was corrected by computing the lagged cross-correlation between T and C and

calculating the averaged lag, which was used to advance the T signal. Because T and C data

were processed identically on the TMG and TM, and because both profilers move at similar

speeds, the inversions are not an artifact of sensor response. Rather, they are caused by the

difference in the profiling angle relative to an isopycnal interface.

Figure 3.9: False overturns - LT and LO distribution from a representative TMG profile
(left). Large values of LT are accompanied by apparent density inversions. Data from
June 19th 2011.
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Figure 3.10: Distribution of potential density anomaly (σθ ) - Deployments of TMG
and TM on September 6th 2012 (left panel) and June 24th 2013 (right panel). The time
interval between TMG and TM profiles was less than 30 minutes in both examples.
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3.2 Chlorophyll-a

I compared vertical and quasi-horizontal high-resolution (laser sensor) and fine-scale (LED

sensor) fluorescence signals using the data from TMG and TM collected during the exper-

iments near Joga-shima (see section 2.6). Due to calibration differences between the fluo-

rescence sensors from TMG and TM in the years of 2011 and 2012. In this work, I present

only the 2013 and 2014 datasets. As mentioned before in section 2.6, the observations near

Joga-shima were performed at two different locations (see Fig. 2.14). Therefore, the results

regarding chlorophyll-a concentration are discussed considering the years of 2013 and 2014

separately. The experiments were conducted near the coast in 2013 and offshore in 2014.

Thus, water mass characteristics and turbulence patterns are different for each dataset.

3.2.1 The mean field

I compared the averaged signal from each profiler (TMG and TM) using 1-m segment data

(quasi-horizontally and vertically) from the laser and LED fluorescence sensors.

Joga-shima is an island located between Tokyo Bay and Sagami Bay (Fig. 2.14), and its

water characteristics are influenced by tides that bring waters from the direction of Tokyo

Bay and from the direction of Sagami Bay. Water in nearby Tokyo Bay is fresher and richer

in phytoplankton (Han & Furuya, 2000) than that in Sagami Bay (Ara & Hiromi, 2007).

In fact, two different relationships between the mean (m) and the standard deviation (s) of

chlorophyll-a was observed using either TMG or TM during the year of 2013. The laser data

captures this difference better than the data from the LED probe, as shown in the highlighted

areas in Fig. 3.11. However, the 1-m averaged fluorescence is statistically equal for the

sensors and for both instruments (Kolmogorov-Smirnov test with 0.05 of significance level),

as shown in Fig. 3.12a.
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Figure 3.11: Relationships between the mean (m) and the standard deviation (s) -
m versus s from laser (stars) and LED (circles) from TMG (upper panel) and TM (lower
panel). The areas identified by the ellipses represent different averaged coefficients of
variation, CV 1 and CV 2, from the laser sensor. The dashed line represents equality be-
tween the axes. The total number of samples is 995 for the TMG (746 for CV 1 and 249
for CV 2) and is 293 for the TM (210 for CV 1 and 83 for CV 2). Data are from deployments
conducted on June 24th 2013.
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Figure 3.12: Averaged chlorophyll-a distribution - Cumulative distribution function
(CDF) of 1-m averaged chlorophyll-a from the TMG and the TM laser and LED sensors.
Data are from deployments conducted on June 24th 2013 and May 20th 2014.
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Another way to visualize these two different relationships is by using the coefficient of

variation (CV ). The CV is a normalized measure of dispersion of a random variable, fre-

quently used in studies of spatial and temporal variability of phytoplankton (Melack, 1979;

Abbott & Zion, 1987; Kononen et al., 1999), and is defined by

CV =
s
m
. (3.5)

The areas identified by the ellipses in Fig. 3.11, labelled CV 1 and CV 2, are associated with two

water masses near Joga-shima, as shown in the T-S diagram in Fig. 3.14. CV 1 corresponds

to Sagami Bay, where the water has oceanic characteristics. In contrast, CV 2 is related to the

water from Tokyo Bay. I calculated the averaged CV for the areas identified by the ellipses

in Fig. 3.11, and they are 2.13 and 1.01 for TMG and 2.16 and 1.55 for TM. During the year

of 2014, a single relationship was observed between mean (m) and the standard deviation

(s) of chlorophyll-a as shown in Fig. 3.13, where the mean coefficient of variation CV 3 is

equal to 1.46. Similarly to the year of 2013, the 1-m averaged fluorescence is the same for

the two sensors and for both profilers, according to the Kolmogorov-Smirnov test with 0.05

significance level (Fig. 3.12b). However, differently from the year of 2013, the averaged

variance of the LED fluorescence increased significantly. Thus, high standard deviations are

observed in the TMG and in the TM. This feature was not observed during the year of 2013,

in which the laser sensor showed high chlorophyll-a fluorescence variance. Thus, the LED

high variance observed during 2014 indicates that, in regions where spatial variation is high

enough, even the LED sensor can observe high variance (this issue also discussed in section

3.2.2). The T-S diagram shows a narrow range of salinity around 34.6, and it is plausible to

assume that CV 3 represents a single oceanic water mass (Fig. 3.15).

The results from the years of 2013 and 2014 lead us to conclude that the 1-m mean value

of chlorophyll-a does not depend on whether the profiling direction is vertical or quasi-
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Figure 3.13: Relationships between the mean (m) and the standard deviation (s) - m
versus s from laser from TMG (upper panel) and TM (lower panel). The areas identified
by the ellipse represent different the coefficients of variation, CV 3, from the laser sensor.
The dashed line represents equality between the axes. The total number of samples is
2408 for the TMG and 529 for the TM. Data from deployments conducted on May 20th

2014.
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horizontal.

Figure 3.14: T-S diagram and tide level (2013) - Profiles related to CV 1 and CV 2. Data
refers to deployments during ebb and flood tide on June 24th 2013. The vertical dashed
lines represent the time interval of the observations.

Figure 3.15: T-S diagram and tide level (2014) - Profiles related to CV 3. Data refers to
deployments on May 20th 2014. The vertical dashed lines represent the time interval of
the observations.
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3.2 Chlorophyll-a

3.2.2 Instantaneous field

Probability density function (PDF)

I compared the instantaneous signal from each profiler (TMG and TM) using 4-m segment

data (vertical and quasi-horizontal) from the laser and LED fluorescence sensors. In 2013,

it was observed that PDFs of log-transformed chlorophyll-a fluorescence measured by the

LED were best fit by a normal distribution both vertically and quasi-horizontally. Thus, both

cases follow a lognormal distribution (Fig. 3.16). At the same time, the PDFs of chlorophyll-

a measured using the laser sensor were best fit by a Gumbel distribution (also known as type

I extreme value distribution) whether using the TMG or the TM during 2013 observations

(Fig. 3.17). However, despite the similarity between the fluorescence distributions obtained

from both instruments, the TMG showed an increase of high concentration fluorescence

peaks when compared to TM, which are indicated by the elongated PDF tail from the TMG,

as shown in Fig. 3.17.

Figure 3.16: PDF of log-normalized LED fluorescence from TMG and TM (2013) -
The LED PDF was fitted with a normal distribution (dashed line). Corresponding Q-Q
plots show the comparison of the distribution of the LED fluorescence values to theoret-
ical normal distribution. Data are from deployments conducted on June 24th 2013. The
number of samples is 2048 for each PDF.
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3.2 Chlorophyll-a

Figure 3.17: PDF of log-normalized laser fluorescence from TMG and TM (2013) -
The laser PDF was fitted with a Gumbel distribution (dashed line). Corresponding Q-Q
plots show the comparison of the distribution of the laser fluorescence values to theoret-
ical Gumbel distribution (extreme value distribution type 1). Data are from deployments
conducted on June 24th 2013. The number of samples is 2048 for each PDF.

During the observations in 2013, a shift from a normal distribution to a skewed extreme

value distribution was observed with a reduction in sample volume whether sampling was

conducted vertically or quasi-horizontally. This trend was also found inside Tokyo Bay by

Doubell et al. (2014), and they suggest that the reshaping of the chlorophyll-a PDF demon-

strates the existence of a critical scale at which the underlying nature of the fluorescence

field diverges. However, in the year of 2014, it was observed with both instruments that LED

can also present an extreme value distribution similar to that of the laser sensor, as shown

in Fig. 3.18 and Fig. 3.19. The extreme values observed by the LED sensor indicate that

phytoplankton may be aggregating in large patches in such a way that their variance (see

Fig. 3.13) is big enough to be detected by the LED sensor. These patches are often found

at millimeter scale using the laser sensor (Doubell et al., 2009, 2014). However, this study

shows that skewed aggregations at centimeter scale can also happen, as shown in Fig. 3.20,

where the LED intermittency is higher in 2014.

The TMG’s wider range of chlorophyll-a fluorescence is attributed to the quasi-horizontal
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3.2 Chlorophyll-a

Figure 3.18: PDF of log-normalized LED fluorescence from TMG and TM (2014)
- The LED PDF was fitted with a Gumbel distribution (dashed line). Corresponding
Q-Q plots show the comparison of the distribution of the LED fluorescence values to
theoretical Gumbel distribution. Data are from deployments conducted on May 20th

2014. The number of samples is 2048 for each PDF.

Figure 3.19: PDF of log-normalized laser fluorescence from TMG and TM (2014) -
The laser PDF was fitted with a Gumbel distribution (dashed line). Corresponding Q-Q
plots show the comparison of the distribution of the laser fluorescence values to theoret-
ical Gumbel distribution (extreme value distribution type I). Data are from deployments
conducted on May 20th 2014. The number of samples is 2048 for each PDF.

65



3.2 Chlorophyll-a

Figure 3.20: Intermittency of chlorophyll-a fluorescence measured by LED sensor
in 2013 and 2014 - Examples of LED chlorophyll-a fluorescence profiles from the TMG
on June 24th 2013 and May 20th 2014. Note that in 2014, the LED measurements present
higher intermittency and lower background chlorophyll-a concentration when compared
to the year of 2013.
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3.2 Chlorophyll-a

path, which in turn increases the probability of encountering a high concentration of phyto-

plankton aggregates. This aspect may be due to the fact that thin layers, particles and ag-

gregates tend to be oriented with shear layers and/or isopycnal gradients (MacIntyre et al.,

1995; Franks, 1995; Durham et al., 2009), which show horizontal features. Fig. 3.21 shows

the PDF of the highest 1% of chlorophyll-a fluorescence from all profiles made during the

observations in the years of 2013 and 2014. The TMG laser sensor showed a wider range

of fluorescence values than that of the TM, which is reflected in the elongated tail of the

PDFs. The departure is reinforced by the Q-Q plots presented in Fig. 3.21. In addition, the

TMG-presented chlorophyll-a concentrations were up to 75 µg l−1 in 2013 and 200 µg l−1

in 2014, which are significantly higher than the maximum values observed by the TM, which

were 42 µg l−1 in 2013 and 65 µg l−1 in 2014. The observations made during the years of

2013 and 2014 had very distinct energetic conditions, as shown in the PDF of the kinetic

energy dissipation rate (ε) (Fig. 3.22). In 2013, ε reached 10−8 to 10−7W kg−1, and fresher

waters from Tokyo Bay were clearly present (see the T-S diagram in Fig. 3.14). In contrast,

offshore observations in 2014 showed very weak turbulence with ε around 10−9W kg−1 with

no significant influence of waters from Tokyo Bay, as indicated by the T-S diagram shown

in Fig. 3.15. However, both scenarios are isotropic in terms of turbulence, as shown in

Fig. 3.22, where PDF of ε obtained quasi-horizontally and vertically are statistically equal

according to Kolmogorov-Smirnov test with a significance level of 0.05. Our results indi-

cate that despite physical homogeneity, the phytoplankton distribution is not homogeneous

at microscales. In other words, a relatively large averaged volume of chlorophyll-a (e.g. 1-

m averages) can be assumed to be homogeneous once the volume is large enough that the

contribution of phytoplankton aggregates to the local variance is insignificant. However, at

small scales these individual particles are not negligible, and the chlorophyll-a fluorescence

distribution is inhomogeneous and does not follow the same isotropic patterns as turbulence.
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3.2 Chlorophyll-a

Figure 3.21: The highest 1% of laser fluorescence in 2013 and 2014 – Q-Q plot
of laser quantiles from TMG and TM (left panels) and PDF of the highest 1% of log-
normalized chlorophyll-a concentration from TM and TMG (right panels).
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3.2 Chlorophyll-a

Figure 3.22: PDF of log10ε – PDF of log10ε from TMG (black) and TM (grey) obtained
from the deployments in 2013 and 2014.
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Chapter 4

Phytoplankton patches

Phytoplankton patchiness has been described at scales of centimeters to hundreds of kilo-

meters, mainly focusing on empirical observations (Gosselin et al., 1986; Doubell et al.,

2009) or modelling (Franks, 1992, 2005). Many mechanisms have been suggested as ex-

planations of phytoplankton patchiness. Seuront (2005) investigated the potential influence

of different turbulence intensities and advective tidal processes on small scale phytoplank-

ton patchiness and suggests that patchiness is driven by a combination of biological and

physical factors. Brentnall et al. (2003) investigated the effect of small-scale biological

and physical processes on the generation of plankton patchiness using an excitable reaction-

diffusion model, and found that the dynamics of a patchy region of the ocean can differ

significantly from the mean field dynamics calculated from the plankton amounts averaged

over the region. Durham et al. (2013) demonstrated that small scale patchiness of Het-

erosigma akashiwo occurs due to turbulence, which is a result of the coupling between shear

and motility according to their mathematical model. Mandal et al. (2014) reproduced the

high spatial variability seen in observations in a simple nutrient-phytoplankton model and

discussed the importance of fluctuating variables in this type of model. More specifically, lo-

calized intermittent fluctuations have implications in terms of plankton biology and ecology,

since planktonic mating, predator-prey contacts and chemical reactions all intrinsically occur
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4.1 Definition

at the ocean microscale (Seuront, 2008). However, a better understanding of phytoplankton

patchiness distribution still needs to be achieved to help the validation of the biophysical

interaction in these models, and therefore, help to achieve a better knowledge of plankton

dynamics. According to Azam & Malfatti (2007), despite the technological advances that

have been made in assessing the diversity of marine microorganisms, the mechanisms that

underlie the participation of microorganisms in marine food webs and biogeochemical cy-

cles are poorly understood. The authors stressed that understanding the ocean system at the

nanometre (molecular) to millimeter scale can provide insights into globally significant bio-

geochemical processes. Despite Doubell et al. (2009) showing simultaneous measurement

of turbulent shear and phytoplankton distributions at millimeter scale for the first time, there

are not many observational studies focusing on the coupling of phytoplankton patchiness and

turbulence at millimeter scales, and as far as I know, this subject is still poorly understood.

In this section, I discuss the spatial distribution of phytoplankton patches in terms of distance

between chlorophyll-a peaks (peak to peak distance), as well as the number of patches and

their relationship with turbulence using observational data from TMG and TM.

4.1 Definition

As already shown in section 2.23, fluorescence measured by the laser sensor shows that the

phytoplankton spatial variability becomes increasingly intermittent and patchy when mea-

sured with increased resolution (see Fig. 2.26). According to Doubell et al. (2009), these

patterns of variability observed with the laser sensor are supported by the distribution of

particles identified by a Digital Still Logger (DSL) camera system (Fig. 4.1).
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4.2 Peak to peak distance (PtoP)

Figure 4.1: Comparison of the DSL camera images and TM fluorescence mi-
crostructure measured in Tokyo Bay - DSL images (2 cm) of the LED sample volume
obtained at 22.38 m (top) and 22.74 m (bottom) depth. Fluorescence microstructure
measured by the TM LED (right) and laser (left) probes for the corresponding region.
Extracted from Doubell et al. (2009).

The laser-induced fluorescence sensor measures only active chlorophyll-a, and it is un-

able to specify the contents from each measurement. These patches of increased biomass

identified by the laser sensor may include individual phytoplankton cells as well as chains

and aggregates from different species (Fig. 4.2). Therefore, I defined phytoplankton patches

as high chlorophyll concentration peaks that exceed the background value by a factor of 2,

as show in Fig. 4.3.

4.2 Peak to peak distance (PtoP)

The peak to peak (PtoP) distance consists in the calculation of the distance between two

fluorescence peaks in terms of quasi-horizontal path (for the TMG) or depth (for the TM) as

shown in Fig. 4.4. In this analysis, I used 4-m segment averaged PtoP distances based on
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4.2 Peak to peak distance (PtoP)

Figure 4.2: Phytoplankton patch definition - Illustration of four patches includ-
ing individual phytoplankton cells as well as chains and aggregates that reaches high
chlorophyll-a concentrations.

Figure 4.3: Phytoplankton patch illustration - Phytoplankton patches are defined as
high chlorophyll concentration peaks that exceed the background value by a factor of 2.
The background value is the laser signal lowpassed at 1 Hz.
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4.2 Peak to peak distance (PtoP)

two phytoplankton patch thresholds.

Figure 4.4: Phytoplankton patch peak to peak distance (PtoP) - Distance between
two chlorophyll-a peaks from the laser sensor, which are considered phytoplankton
patches once they are above the threshold value (grey line).

The two thresholds are:

• Case 1: Patches that are 2 times bigger than the background value;

• Case 2: Patches that are bigger than the background value;

In probability theory and statistics, the exponential distribution describes the intervals

between points in a Poisson process. The Poisson process is a stochastic process that counts

the number of events occurring in an interval, these events having been distributed by a ran-

dom mechanism (Parzen, 1999). The probability density function, E(x), and the cumulative

distribution function, F(x), from the exponential distribution are as follows:

E(x) =
1
λ

e
−x
λ , (4.1)

F(x) =
∫ x

0
E(t)dt = 1− e

−x
λ , (4.2)

where λ is the mean parameter for a event interval. The averaged PtoP from Case 1 follows

the Poisson process, using either TMG or TM as shown in the example in Fig. 4.5a. However,
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4.2 Peak to peak distance (PtoP)

small distances (< 20 mm) tended to differ from a randomly driven process. Case 2 shows

clustering for distances larger than 20 mm in both instruments (Fig. 4.5b).

The results have an important implication regarding phytoplankton patch distribution

in the upper ocean: larger patches (in terms of chlorophyll-a content) tend to be distributed

randomly in the water column. However, when small patches are considered, the distribution

shows clustering, with PtoP departing from a random distribution. The PtoP uncoupling from

a Poisson process with decreasing distance is expected to happen between 4 – 6 mm due

to the laser resolution limitation. The uncoupling indicates that physical and/or biological

processes may also be affecting the distances between phytoplankton patches; small patches

may be distributed toward big patches. However, further investigation is certainly needed.

Figure 4.5: CDF of peak to peak distance (PtoP) – Comparisons between a theoretical
Poisson process and PtoP. Data from a single profile from TMG and TM on May 20th

2014.

In 2013, the relationship between PtoP and turbulence showed two different patterns (Fig.
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4.3 Number (NP) of phytoplankton patches

4.6), which are related to the presence of the two water masses identified by the T-S diagram

(Fig. 3.14) presented in section 3.2.1. No significant correlation was found between turbu-

lence and PtoP of phytoplankton patches from Tokyo Bay waters either using the TMG or

the TM. However, only in TMG dataset produced a correlation coefficient of 0.2473, which

is a weak, although statistically significant correlation (according to the t-test with 0.05 of

significance level and 131 samples) between turbulence and PtoP from Sagami Bay waters.

Also, these patterns were observed both vertically or quasi-horizontally, however, the latter

presents a larger number of samples, since the TMG increases the probability of it reaching

phytoplankton patches during its path, which is one remarkable difference between TMG

and TM. Consequently, the TMG gives a more accurate statistical analysis. No significant

correlation between turbulence and PtoP was observed in 2014 (Fig. 4.6).

4.3 Number (NP) of phytoplankton patches

Similar to PtoP, NP showed two patterns according to water mass composition in 2013. In

waters related to Sagami Bay, NP decreases with increasing ε (Fig. 4.7) measured using the

TMG and the TM. However, the coefficient of correlation, equal to -0.2149, is significant

only when measured using the TMG dataset (according to the t-test with significance level

of 0.05 and 131 samples). No statistically significant correlation between turbulence and NP

was observed in waters coming from Tokyo Bay or in the dataset from 2014 (Fig. 4.7).

In other words, the results indicate that even though the distributions of NP and PtoP

are influenced by turbulence, the relationship is not clearly established. It is important to

remember that the dominance and high abundance of diatoms in Tokyo Bay (Han & Furuya,

2000; Doubell et al., 2014) may influence the formation of the observed patchiness pat-

terns. Diatoms have several morphological and physiological features, including increased

coagulation efficiency, which provides mechanisms for increased aggregation between cells,
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Figure 4.6: PtoP and turbulence – Averaged PtoP obtained from 4-m segments in the
years of 2013 and 2014 versus ε from TMG (left panels) and TM (right panels). The
grey line (left upper panel) represents the linear regression adjustment for data related
to Sagami Bay waters (grey circles) in 2013. The black triangles represent data from
Tokyo Bay waters.
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Figure 4.7: NP and turbulence – Averaged NP obtained from 4-m segments in the
years of 2013 and 2014 versus ε from TMG (left panels) and TM (right panels). The
grey line (left upper panel) represents the linear regression adjustment for data related
to Sagami Bay waters (grey circles) in 2013. The black triangles represent data from
Tokyo Bay waters.
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chains and other particles (Kiørboe, 1993; Crocker & Passow, 1995). On the other hand,

Malkiel et al. (1999) observed that dinoflagellates form aggregations, and Durham et al.

(2013) shows that turbulent motion helps them to aggregate. Furthermore, care must be

taken in comparing patch measurements with turbulence estimations, since particles being

advected through the water may carry a memory of the turbulent field through which they

have passed before they reach the instruments (Braithwaite et al., 2012). That said, obser-

vations during different conditions (e.g. different turbulence regimes) and seasons as well

as the identification of the phytoplankton species are necessary for a better understanding of

this work. In this context, the application of the TMG and TM inside thin layers may help to

elucidate even more the differences between vertical and horizontal sampling as well as the

relationship between phytoplankton and physical motions, since thin layers have different

physical and biological characteristics from the immediately adjacent waters (Durham et al.,

2009; Jenkinson & Sun, 2010). Also, instruments able to sample turbulence simultaneously

with other variables in the system, such as zooplankton (Ross, 2014), high resolution wa-

ter sampling (not developed yet), high resolution nutrient distribution (Hales et al., 2009),

and other chemical tracers, will provide key pieces that may help to understand the results

presented here.

4.4 Phytoplankton patch size

Phytoplankton patch sizes cannot be inferred directly using only fluorescence measurements.

However, assuming that small patches have low chlorophyll-a content while large patches

show high chlorophyll-a concentration, it is possible to estimate sizes using fluorescence

measurements as a proxy. I used the averaged value of the area of each phytoplankton patch

to estimate phytoplankton patch size. Franks & Jaffe (2008) used a two-dimensional planar

laser imaging system mounted on a free-falling platform to quantify the properties of large
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4.4 Phytoplankton patch size

fluorescent particles in the upper ocean and showed systematic relationships between chloro-

phyll content and particle size, as shown in Fig. 4.8. Thus, I am assuming that patch area is

linearly related to phytoplankton aggregate size.

Figure 4.8: Relationship between fluorescence and particle size - Upper right: area
of the particles vs. their fluorescence. Lower left: length of the particles vs. the area of
the particles. Lower right: volume of the particles estimated from the lengths of their
major and minor axes, assuming the particles to be prolate spheroids vs. the particle
fluorescence. The solid lines are linear regressions of the log-log distributions. Extracted
from Franks & Jaffe (2008).

In 2013, patches increased in size and decresed in number, as shown in Fig. 4.9 (upper

panels). In addition, size increased with peak-to-peak distances (4.9 – lower panels). The

two trends were observed whether using TMG or TM (Fig. 4.9 is related to CV 1 and CV 2

discussed in section 3.2.1). However, in 2014, the relationship between size and PtoP or

NP was concentrated in a small area of the scatter plot, even though a few samples from

the TMG follow the trend observed in 2013. In other words, large patches tend to be small
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4.4 Phytoplankton patch size

in number and distant from each other once PtoP increases and NP decreases with patch

size. Our results indicate that patch size may also be influenced by the physical conditions

in the environment. Here it is important to remember that not only the sampling location,

but the energetic conditions between 2013 and 2014 were different. Clarifying this issue

will require information about phytoplankton community compositions and a more detailed

picture of the physical phenomena during those periods.

Figure 4.9: Patch area versus NP and PtoP - TMG (left) and TM (right) patch area
versus NP (upper panels) and PtoP (lower panels) in 2013 and 2014. CV 1 and CV 2 repre-
sent the same two coefficients of variation discussed in section 3.2.1.
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Chapter 5

Conclusion and future prospects

The TMG is an instrument that glides smoothly through the upper ocean, over a horizontal

range of 300 m, starting from a depth of a few meters to as much as 100 m, and measures

oceanic biophysical microstructure. Its shallow path angle (∼ 13◦) provides a very high

vertical resolution for a range of wing angles and trim weights and is easily adjusted for

variations in the density of water since the path angle is independent of the weight and

buoyancy of the glider. This platform measures ε as low as 0.5×10−10 m2 s−3, which is in

the order of the lowest dissipation rate of turbulent motion. The a ratio results indicate that

the false density overturns observed by the TMG are observational evidence of internal waves

or Kelvin-Helmholtz instabilities crossed by the glider that was demonstrated theoretically

by Thorpe (2012).

This study presented new and relevant empirical results about the differences between

the vertical and quasi-horizontal application of high-resolution fluorescence profiling instru-

ments to understand spatial structure of phytoplankton distribution. The log-transformed

fluorescence distributions obtained vertically or quasi-horizontally are consistent with the

distributions shown by Doubell et al. (2014) using the TM inside Tokyo Bay. However, flu-

orescence distribution at centimeter scale can also present high intermittency and aggregates

in the same way as is observed at millimeter scale measured using the laser sensor. In ad-
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dition, the log-transformed chlorophyll-a measured using the TMG showed an increase of

high concentration peaks in comparison to those measured using the TM. Although large av-

eraged volumes of chlorophyll-a are considered homogeneous, at small scales phytoplankton

patches are not negligible, and the quasi-horizontal and vertical samples are different, even

when turbulence is considered isotropic. The TMG increases the probability of reaching

phytoplankton patches during its path, which is one remarkable difference between the TMG

and the TM. The PtoP results indicate that high concentration phytoplankton patches are dis-

tributed randomly in the water column whether measured vertically or quasi-horizontally.

However, the PtoP uncoupling from a Poisson process occurs when small patches are con-

sidered. Despite the significant coefficient of correlation, the unclear relationships observed

between turbulence and phytoplankton patchiness suggest that location, water types and dy-

namic regimes may need to be considered when trying to establish a connection between

these particles and turbulence intensity and that further investigation is needed.

5.1 Suggestions for future works

The TMG is useful for observing internal wave activity in fronts, covering a wider area than

vertical profilers. However, care must be taken using only the TMG to infer about internal

waves once the density field perturbations identified by the TMG could be also caused by

other phenomena, such as Kelvin-Helmholtz instabilities. Thus, the use of ADCPs and high

resolution CTDs as support is recommended when inferring about the small-scale quasi-

horizontal inhomogeneities. Also, the use of the TMG coupled with an imaging system,

supported by water sampling, in regions where the formation of thin layers are observed

may provide new and relevant information not only about phytoplankton distribution but

also about the physics inside these layers, which are not accessible using vertical profilers.
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